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s Introduction

m The central principles of decision
analysis is that we can represent
uncertainty of any kind through the
appropriate use of probability.

m Be able to create and analyze a model
that represents the uncertainty faced in
a decision.
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Introduction

m The nature of the model created naturally
depends on the nature of the uncertainty
faced and the analysis required depends on
the exigencies of the decision situation.

m The term chance event to refer to something
about which a decision maker is uncertain. A
chance event has more than one possible
outcome. When we talk about probabilities,
we are concerned with the chances
associated with the different possible
outcomes.
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Introduction
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m  Objectives of Studying Probability:

1. To become reasonably comfortable with
probability concepts,

2. To become comfortable in the use of
probability to model simple uncertain
situations,

3. To be able to interpret probability
statements in terms of the uncertainty
that they represent, and

4. To be able to manipulate and analyze the
models you create.
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Introductio

m Thus, the fundamental mathematical
tools of probability theory can be used
to

— identify all possible outcomes for a specific
problem, and

— define events in the context of all these
possibilities
m The basic mathematical tools of
probability theory is the set theory.
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‘Introduction

m Sets constitute a fundamental concept in
probabilistic analysis of engineering systems.

m Establishment of a proper model and
obtaining realistic results require the definition
of the underlying sets.

m The objective herein is to provide the needed
set foundation for probabilistic analysis
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i~ Sample Spaces, Sets, and Events

m Sets
— Definition:
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— Capital letters are usually used to denote
sets.

eg., A B X,and Y

— Small letters are used to denote their
elements

e.g., a, b, x,and y
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Samgle Sgaces; Sets; and Events

m Sets
aceC means a belongs to C
aegC means a does not belong to C

a, b e C means both a and b belong to C
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’ Samgle Spaces, Sets, and Events

&

m Examples: Sets
A={2,4,6,8, 10}
B = {b:b>0}; where " means “such that”
C = {Maryland, Virginia, Washington}
D={P,M, 2,7, U,E}
F={1,3,57,9, 11,...}; the set of odd numbers
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! Samgle Spaces, Sets, and Events

—In set A, 2 belongs to A, but 14 does not
belong to A

* Mathematically

2e€ A means2belongsto A

14 ¢ A means 14 does not belong to A

— Sets can be classified as finite and infinite
sets

A, C, and D are finite sets

B and F are infinite sets
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5 Sample Spaces, Sets, and Events

— The element of a set can be either discrete
or continuous.
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Elements in sets A, C, D, and F are discrete

Elements in set B are continuous

— A set without any element is called a null
(or empty) set and is denoted as ¢.
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L
Samgle Sgaces; Sets; and Events

m Subsets

Ac B means Ais asubset of B

A =B means A and B have exactly the
same elements

Az B means A is not a subset of B

A#B means A and B do not have exactly
the same elements

NOTE: the null set dis considered a subset of every set
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i~ Sample Spaces, Sets, and Events

m Examples: Subsets
A, ={2,4}isasubsetof A={2, 4,6, 8, 10}

B, = {b:7<b<200} is a subset of B = {b:b>0}

F={1,2,3,4,5}is a subset of F ={1,2,3,4,5}
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Samgle Sgaces; Sets; and Events

m Sample Spaces and Events
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— The set of all possible outcomes of random
experiment (system) is called a sample space and
is presented by the symbol S.

— A subset of the sample space S is called an
event.

— An event without sample points is an empty set,
and is called the impossible event ¢.

— A set that contains all the sample points is called
the certain event (or sample space) S.
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Samgle Sgaces; Sets2 and Events

m Examples: Sample Spaces

T
-
A

A = {number of cars waiting (queuing) for a left
turn at specified traffic light}

B = {number of units produced by an assembly
line}

C = {the strength of concrete delivered at a
construction site}

D = {the deformation of a structure under

extreme load conditions}

—
&
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Samgle Sgacesg Setsg and Events
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m Examples: Events

A, = {number of cars waiting (queuing) for a left
turn at specified traffic light between 3:30
p.m. and 6:30 p.m. on a working day}

D, = {failure of structure}
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Samgle Spaces, Sets, and Events
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m Example: Sample Spaces and Events
Roll of a Pair of Dice:

Consider an experiment of rolling two dice. A
convenient sample space that will enable us to
answer many questions about events in the
following figure.

What is the event (subset of sample space S) that
correspond to each of the following outcomes?

(@) Asumof 7 turnsup (b) A sum of 11 turns up
(c) A sum less than 4 turns up
(d) A sum of 12 turns up
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Samgle Spaces, Sets, and Events
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Roll of a Pair of Dice
SECOND DHE
n (1, 1} 2 (0,3 0,4 (1,5 (1,61
i 2, 1y (2,2) 2.3 (2,4 12,5 (2,6
] 5
= ﬁ (3,1 (3.2 3.3 3.4 (3.5 3,6
=
l"g F - 5 N
= m i 1) 4.2 1 4, 4 14, 51 14,8
m 05,13 (5.2 5,3 5,4 (3,5 (3,61
m 5. 1) i6.2) 6.3 (6,4} 5 (66
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i~ Sample Spaces, Sets, and Events

m  Example: (cont’d)
— Roll of a Pair of Dice
(a) E; ={(6,1), (5.2), (4,3), (3,4), (2,5), (1,6)}
(b) E; ={(6.,5), (5.6)}
(c) E3={(1,1), (2,1), (1,2)}
(d) E, ={(6,6)}

*@;’ CHAPTER 7b. PROBABILITY BASICS Slide No. 19
A1 - z

ENCE 627 ©Assakkaf

Venn Diagrams

m Events and sets can be presented using
spaces that are bounded by closed
shapes, such as circles.

tira v

m These shapes are called Venn-Euler (or
simply Venn) diagrams.

m Belonging, non-belonging, and overlaps
between events and sets can be
presented by these diagrams.
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s~ Venn Diaerams
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m Events in Venn Diagram

Sample Space S S

Q= ®
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Venn Diagrams

— A sample space S, and
events A, B, and C are
shown in the figure.

Sample Space S

— The event C is contained
in B (i.e., C  B) ‘Q
— Aisnotequalto B (i.e., A

# B).

— The events A and B have
an overlap in the sample
space S.
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s~ Basic Operations

m The union of A and B
which is denoted as

A U B is the set of all
elements that belong to
A or B or both.

m Two or more events are
called collectively
exhaustive events if
the union of these
events results in the
sample space.
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a Basic Ogerations

m The intersection of A
and B, which is denoted
as A N B, is the set of
all elements that belong
to both A and B.

m Events are termed
mutually exclusive if
the occurrence of one
event precludes the
occurrence of the other
events

ANnB
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Basic Ogerations
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Basic Operations

m The event that contains
all of the elements that
do not belong to an S
event A is called the

complement of A, and =
is denoted by 4
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Basic OEerations

m Example: Operations on Sets and Events

— The following are example sets:
A={2,4,6,8, 10}
B={1,2,3,4,5,6,7,8,9, 10}
C={1,3,7,9, 11, ...}; the set of odd numbers
F, = {failure of a structure due to earthquake}
F, = {failure of a structure due to strong winds}
F; = {failure of a structure due to an extreme

overload }
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- Basic Ogeratlons

m Example: Operations on Sets and Events
— The following operations can be executed for
the previous example sets:
AuB={1,23,4,5,6,7,8,9,10}
AnB={24,6, 8,10}
={2, 4, 8, 10, 12, ...}; the set of even numbers
F, u F, = {failure of the structure due to an
earthquake or strong wind}
={non-failure of the structure due to an
extreme overload}
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Venn Dlagram and Basic OBeratlon
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m Example: Venn Diagram and Basic
Operations

— A city has two daily newspapers, the
Wildcat and the Journal. The following
information was obtained from a survey of
100 residents of the city. 35 people
subscribe to Wildcat, 60 subscribe to the
Journal, 20 subscribe to both papers
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Venn Dlagram and Basic OEeratlon
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1. How many people in the survey subscribe
to the Wildcat but not to the journal?

2. How many subscribe to the Journal but
not to the Wildcat?

3. How many do not subscribe to either
paper?

4. Organize this information in a table.
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Venn Dlagram and Basic OBeratlon
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m Solution
— Let S be the group of people surveyed.

— Let W be the set of people who subscribe
to the Wildcat, and

— Let J be the set of people who subscribe to
the Journal
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Venn Diagram and Basic OEerations
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m Solution (cont’d)

— Hence,

« J¥ the set of people in the survey group S who
do not subscribe to the Wildcat.

. 7 the set of people who do not subscribe to
Journal.

-
:«‘i\
H
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Venn Diagram and Basic OBerations

e
35
h -

\
g

W n J = Set of people who

__ subscribe to both paper
WAJ = Set of people who
subscribe to Wildcat but
W~ hottothe Journal

= Set of people who

waJ

o subscribe to the Journal
WnJ  but not the Wildcat
= Set of people who do not

subscribe to either paper
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Venn Diagram and Basic Ogerations

— Solution (cont’d)

The given information can expressed in the
terms of set notation as

n(S) =100, n(W) =35, n(J)=60
n(Wn J) =20

This information with a Venn diagram can be
used to answer the questions. To begin, we
place 20 in W Jin the diagram
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o Venn Diagram and Basic OEerations
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Venn Dlagram and Basic OEeratlon

m Solution (cont'd)
1. The number of people subscribe to the
Wildcat but not to the Journal is

nWnJ)=35-20=15

2. The number of people who subscribe to
Journal but not to the Wildcat is

n(W N J)=60-20=40

—
ENCE 627 ©Assakkaf

Venn Dlagram and Basic OBeratlon
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m  Solution (cont’d)
3. The number of people who do not
subscribe to either paper is

n(WNJ)=100-15-20-40 =25
4. The following table contains the same

information as in the Venn diagram
figure, but organized in a different format:
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i Venn Diagram and Basic Ogerations

m Solution (cont'd)

Journal

Subscriber,J | Subscriber,/ | Totals

Subscriber, W 20 15 35

Wildcat | Nonsubscriber, 7 40 25 65

Totals 60 40 100

S
w
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Additional OBerational Rules

Rule Type Operations

Identity Laws AVD =A, AnD =D, AUS=S, AnNS=A4

Idem potent Laws AUA=A4,AnA=A

Complement Laws AUA=8S,ANA=0,A=A4,8S=2,0=5
Commutative Laws = AVWB=BUAd,ANB=BN4

Associative Laws (AUB)UC=4U(BUC),(ANB)NC=AN(BNC)
Distributive Laws (4uB)NC=(4nC)U(BNC)
(4nB)uC=(4UC)N(BUC)

De Morgan’s Law (4UB)=4nB,(E VE...0E)=E N i
(4nB)=4UB,(ENE.N..NE)=E UE, U..UE.

Combinations of Laws (A U(Bmc))z Zm(Bmc)z (AmE)U(AmE)
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Definition of Probabilitz

m Relative Frequency

— In an experiment (or system) that can be
repeated N times with n occurrences of an
event of interest, the relative frequency of
occurrence can be considered as the
probability of occurrence.

— In this case, the probability of occurrence is
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Definition of Probability

m Example: Product Reliability

— A factory produces a product. A sample of
size N was taken from a production line.
The number of non-defective products was
determined to be n.

Probability (non - defective) = ]’z]
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ﬁ‘ A Little Probablhtz Theog

m Probabilities must satisfy the following
three main requirements:

1. Probabilities Must Lie Between 0 and 1.
2. Probabilities Must Add Up.
3. Total Probability Must Equal 1.

<s>

"b
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f robablhtz Regmrements — Rule 1

1 - Probabilities Must Lie Between 0 and 1

Every probability (p) must be positive, and between 0
and 1, inclusive (0 < p < 1). This is a sensible
requirement. In informal terms it simply means nothing
can have more than 100% chance of occurring or less

,;\

Rule 1 Every probability must be between 0 and 1
(inclusive).
1~ 100% chance of occurring

0~ 0% chance of occurring
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2 -Probabilities Must Add Up

Suppose several outcomes are mutually exclusive (only one
can happen, not both). The probability that one or the other
occurs is then the sum of the individual probabilities.

uIe 2: Suppose two outcomes A,, A, are
mutually exclusive. Then the
probability of either A, or A, occurring
is:

P (A orAy) =P (Ay) + P (Ay)

Slide No. 45
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'--f.,,;ﬁ'Probability Requirements-Rule 2(cont’d)

f@; CHAPTER 7b. PROBABILITY BASICS
[ e

m Example 1: Stock Market

— Consider the stock market. Suppose there
is a 30% chance that the market will go up
and a 45% chance that it will stay the same
(as measured by the Dow Jones average).

— |t cannot do both at once, and so the
probability that it will either go up or stay
the same must be 75%.




5. _CHAPTER 7b. PROBABILITY BASICS Slide No. 46

—
ENCE 627 ©Assakkaf

robability Requirements-Rule 2(cont’d)
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m Example 2: Coin flipping, mutually
exclusive, collectively exhaustive

A, = “heads” P(A,)=0.5 for a fair coin
A, = “tails” P(A,)=0.5 for a fair coin
Then, union
P(AjorA)=1iePA UA,y) =1
P(A)+P(A)=0.5+0.5 so
P(AjorA,)=P(A)+P(A)=1.0
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Probability Requirements —Rule 3

3 -Total Probability Must Equal 1

v Suppose a set of outcomes is mutually exclusive and collectively
exhaustive. This means that one (and only one) of the possible
outcomes must occur. The probabilities for this set must sum
to 1.

Informally, if we have a set of outcomes such that one of them

has to occur, then there is a 100% chance that one of them will

Rule 3: Total Probability Must Equal 1

If a set of outcome A,, A,, ..., A, is mutually
exclusive and collectively exhaustive, then

P(A,or A,or...orA,)
=P(A) +PA)+ ... +P(A,) =1
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o Useful Foulas

'm Formula |

—rtAal A2 An are mutually exclusive
events on the sample space S, then
P(AUAU..UA4)=P(4)+P(4)+..+P(4)

©O-@
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Useful Formulas

m Formula Il
If events A and B are not mutually

exclusive events on the sample space S,
then

P(4UB)=P(4)+P(B)-P(4N B)|
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. Useful Formulas

"» Computational Rules

Additional computational rules can be developed
based on the previous axioms. The following are
examples rules:

P(4UBUC)=P(A4)+P(B)+P(C)-P(4AN B)
~P(4NC)-P(BNC)

P(A)=1-P(4)
If A B, then P(4)< P(B)
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. Useful Formulas

m  Example: Union and Intersection
Suppose a pair of dice are rolled:

a. What is the probability that a sum of 7 or
11 turns up?

b. What is the probability that both dice turn
up the same or that a sum less than 5
turns up?
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seful Formulas

Example (cont’d): Part a Solution

SECOND DHE

(&
&
5]
= B
.
B
A
Event A Event B
#7y. _CHAPTER 7b. PROBABILITY BASICS Slide No. 53
i~ Useful Formulas

m Example (cont’d): Part a solution
Let
A = event that sum of 7 turns up

B = event that sum of 11turns up
Then

A U B = the event that sum of 7 or 11 turns

up
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m Example(cont'd): Part a solution
A ={(1,6), (2,9), (3,4), (4,3), (5,2), (6,1)}
B ={(5,6), (6,5)}

Since events A and B are mutually exclusive,
then the event that a sum of 7 or 11 turns

up is
6 2 |2
P(AUB)=P(A)+P(B)=—+— ==
( )=PA+P(B) =2 4255
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Example (cont’d): Part b solution

SECOND DHE

Q Event D\-

FIRST DIE
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m Example (cont’d): Part b solution
Let
C = event that the both dice turn up
the same
D = event that the sum is less than 5
Then
C u D = the event that both dice turn up
the same or the sum is less than 5
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"~ Useful Formulas

m Example (cont’d): Part b solution
C={(1,1). (2,2), (3,3), (4,4), (5,5), (6,6)}
D={(1,1),(1,2), (1,3), (2,1), (2,2), (3,1)}

Since Cn D ={(1,1), (2,2)}, C and D are not
mutually exclusive. And the event that

both dice turn up the same or the sum is
less than 5 is

6 6 2 |5
P(CUD)=P(C)+P(D)-P(CNB)=—+———="—
( ) =P(C)+P(D)~P( ) =36t 36 36 I8
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Conditional Probabilitz

m The probabilities previously discussed
are based on and relate to sample
space S. However, it is common in
many engineering problems to have
interest of occurrence of events that are
conditioned on occurrence of a subset
of the sample space. This is introduces
the concept of conditional probability.
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Conditional Probability

m The probability of an event may change
if we are told of the occurrence of
another event.

— Example 1:

« If an adult is selected at random from all adults
in the United States, the probability of that
person having lung cancer would not be too
high.
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o Conditional Probabilit

— Example 1 (cont’d):
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* However, if we are told that the person is also a
heavy smoker, then we would certainly want to
revise the probability upward. In other words,
the probability would be much higher because
smoking (specially heavy) causes cancer.

* In general, the probability of the occurrence of
an event A, given the occurrence of event B, is
called conditional probability and is denoted by
P(A|B).
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Conditional Probabilit

— Example 1 (cont’d):
* In this example, events A and B would be
A = Adult has lung cancer
B = Adult is a heavy smoker

* And P(A|B) would represent the probability of
an adult having lung cancer, given that he or
she is a heavy smoker.
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Conditional Probabilitz

m Example 2

Tracking Dow Jones stock

prices

A = your stock’s price (IBM) up

B = Dow Jones up

4 Cases: Dow Jones price IBM price
1 Up Up
2 Up Down
3 Down Up
4 Down Down
54y: _CHAPTER 7b. PROBABILITY BASICS Slide No. 63
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Conditional Probability

Portions
representing

possibility of
DJ going up and
SP going down or

vise-a-versa.

Neither the Dow Jones index nor
the stock price goes up

P(A‘B) _ P(A and B)
P(B)
Stock
Price Up and

Dow Jones Up
(joint outcome or
intersection)
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Conditional Probablhtz

;‘g‘* CHAPTER 7b. PROBABILITY BASICS Slide No. 64

Fgycg

m Conditional Probability

For events A and B in an arbitrary sample
space S, the conditional probability of A
given B can be computed as follows:

P(4NB)

P(B)

P(4|B)= P(B)=0
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Conditional Probability

g

m Example 3:

The objective herein is to try to formulate a
precise definition of P(A|B) through a
simple example.

What is the probability of rolling a prime
numbers (2, 3, or 5) in a single roll of a
fair die?

Let S={1,2,3,4,5,6)
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Conditional Probability

m Example 3 (cont’d):

Then the event of rolling a prime number is
A={2a 3’ 5} P(A)ZM—3—1

5
H

%

g
Eiicy

n(S) 6 2

o
S
ki
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i Conditional Probabilit

m Example 3 (cont’'d):

Now suppose we are asked “In a single roll of a
fair die, what is the probability that a prime
number has turned up if we are given the
additional information that an odd number has

turned up?”

The additional information that another event has
occurred, namely,

B = {odd number turns up}

put the problem in a new light.
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s Conditional Probabilitz

m Example: (cont'd):
— We are now interested only in the part of
event A (rolling a prime number) that is in
event B (rolling an odd number).

Nl

— Event B, since we know it has occurred,
becomes the new sample space.

various relationships:

— The following Venn diagrams illustrate the
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= Conditional Probabilitz

m Example: (cont'd):
Thus, the probability of A given B is the number
of A elements in B divided by the total number

of elements in B
P(4|B)=

n(4nB) 2
3

n(B)
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g\

m Example: (cont'd):

Dividing the numerator and denominator of
n(AnB)/n(B) by n(S), the number of elements in
the original sample space, the expression for
the conditional probability can be verified as

follows:| n(AmB)
_n(4nB)  a(s) P(4nB)
e R

‘i“ CHAPTER 7b. PROBABILITY BASICS Slide No. 71
ﬁ ENCE 627 ©Assakkaf

=i~ Conditional Probablhtz

g\

m Example: (cont'd):
Using the above expression to compute P(A|B)
for this example, the same result (as it should
be) is obtained as follows:

4

*6 P(4|B)=

P(B)

2
P(AnB) ¢
3
6
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Conditional Probabilitz
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m Properties of Conditional Probability

1. The complement of an event:

2. The multiplication rule for two events A and B:

LT,
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=" Conditional Probability

m Properties of Conditional Probability

3. The multiplications rule for three events A, B,
and C:
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g~ Conditional Probabilit

m Properties of Conditional Probability

4. For mutually independent events A and B:

5. For statistically independent events A and B:

i
:«‘i\
H
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i~ Theorem of Total Probabilit

m If structural damage (D) to a building
can only be caused by three events: fire
(F), strong wind (W), or earthquake (E),
then D will depend on whether F, W, or
E has occurred, and the likelihood of
occurrence of F, W, and E.

-
35
(5

m |[f we assume further that F, W, and E
are collectively exhaustive and mutually
exclusive events, then
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ke Theorem of Total Probabilitz

the probability of damage to the building can
be computed as

P(D)=P(D|F)P(F)+P(D|w)P(W)+P(D| E)P(E)

Each term in the right-hand side of the above
equation calculates the probability of damage
given that fire, wind, or earthquake has
occurred. The concept of above equation is
called the theorem of total probability.
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Theorem of Total Probability

.\
If Ay, Ay, As,.. A, represents a partition of a

sample space S, and E c S represents an
arbitrary event, the theorem states that

er

ég‘;}, CHAPTER 7b. PROBABILITY BASICS
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=" Theorem of Total Probability

P(B/A)P(A)=P(A|B)P(B)

from which we can derive:

P(A‘B)P(B)

P(B/A)= PA)

Now expanding P(A) with the formula for total probability, we
obtain:

P(A|B)P(B)
P(A|B)P(B)+P(A|B)P(B)

P(BJA)=

Note: Bayes’ theorem is extremely useful in decision analysis,
especially when using information.
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" Theorem of Total Probabilit

.
— Bayes’ Theorem

It is useful in computing the reverse probability
of the type P(A;| E), forI=1, 2, ...,n. The
reverse probability can be computed as

P(4,)P(E| 4) e )
P(4,)P(E| 4,)+P(4,)P(E| 4,)+..+P(4)P(E|4,) P(E)

P(4, | E)=
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i~ Theorem of Total Probabilit
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m Example: Defective Products in
Production Lines
Consider a factory with three production
lines, L4, L,, and L;. Products are either
defective (D) or non-defective (ND). The
following probabilities are given:

P(D|L,)=0.1
P(D|L,)=0.1
P(D|L;)=0.2
5:?1@;? CHAPTER 7b. PROBABILITY BASICS Slide NO-A8‘1

g Theorem of Total Probabilit

m Example (cont’d): Defective Products in
Production Lines
Assuming 20, 30, and 50% of the
components are manufactures by lines 1,

2, and 3, the probability of defective
components is

P(D)=P(L,)P(D| L,)+P(L,)P(D| L,)+P(L;)P(D| L;)
=0.1x0.2+0.1x0.3+0.2x0.5=0.15
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=i~ Uncertain Quantities

B Many uncertain events have quantitative outcomes.

*j@r;’ CHAPTER 7b. PROBABILITY BASICS Slide No. 82
Ay

B If an event is not quantitative in the first place, we might define
a variable that has a quantitative outcome based on the
original event.

B The set of probabilities associated with all possible outcomes
of an uncertain quantity is called its probability distribution.

B The probabilities in a probability distribution must add to 1
because the events - numerical outcomes - are mutually
exclusive.

Note:

1. Uncertain quantities (often called random variables) and their
probability distributions play a central role in decision
analysis.

2. It is helpful to distinguish between discrete and continuous
uncertain quantities.

f@; CHAPTER 7b. PROBABILITY BASICS Slide No. 83
B

'~ Random Variables

m A random variable is defined as a
function that assigns a real value to
every outcome (event) for an
engineering system.

m Random variables are commonly
classified into two types: discrete
and continuous random variables.
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Examgle: Random Variables

m Discrete Random Variables

tira v

+ The outcome of a roll of a die may only take on the integer
values from 1 to 6.

+ The number of floods per year at a point on a river can only
take on integer values, so it is also a discrete random

variable. ’.. ’
° ./ O ) ..>
¢+ Continuous Random Variables
+ The average of all scores on a test having a maximum

possible score of 100 may take on any value including non-
integers, between 0 and 100.

+ The yield strength of steel can take any non-negative
value.

54y: _CHAPTER 7b. PROBABILITY BASICS Slide No. 85

i~ Discrete Probability Distributions

m The discrete probability distribution case is
characterized by an uncertain quantity that can
assume a finite or countable nhumber of possible
values.

m When we specify a probability distribution for a
discrete uncertain quantity, we can express the
distribution in several ways.

m The two approaches that are particularly useful are:
— The probability mass function, and

— A cumulative distribution function (CDF).
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Discrete Probabilitz Distributions

m Probability Mass Function

— The set of ordered pairs (x;, P(x;) is a
probability mass function or probability
distribution of the discrete random variable
X, if for_each possible outcome x;.

A -
gz
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o Discrete Probability Distributions

m Cumulative Mass Function

— The cumulative mass function F,/(x;)of a
discrete random variable X with probability
mass function P,(x;) is given by




Slide No. 88

—
ENCE 627 ©Assakkaf

" Discrete Probablhtz Distributions

m Example

— Suppose that you think that no cookie in a
batch of oatmeal cookies could have more
than five raisons. A possible probability
mass function would be

P (Y = 0 raisins) = 0.02 P (Y = 3 raisins) = 0.40
P (Y =1 raisins) = 0.05 P (Y = 4 raisins) = 0.22
P( Y =2 raisins) =0.20 P (Y =5 raisins) =0.11

%“* CHAPTER 7b. PROBABILITY BASICS
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" Discrete Probablhtz Distributions

m Example (cont'd)

Probability Mass Function
P(Y=Y)

0.4 4
0.3 1
0.2 +
0.1 1
005 | 0
T —
1 2 3 4 5 y

%“* CHAPTER 7b. PROBABILITY BASICS

0




—
ENCE 627 ©Assakkaf

Discrete Probablhtz Distributions

m Example (cont'd)

5%“* CHAPTER 7b. PROBABILITY BASICS Slide No. 90

— A cumulative distribution gives the
probability that an uncertain quantity is less
than or equal to a specific value P(X < x).
For this example the CMF is

P(Y <0 raisins) = 0.02 P(Y < 3 raisins) = 0.67
P(Y <1 raisins) = 0.07 P(Y < 4 raisins) = 0.89
P(Y <2 raisins) = 0.27 P(Y < S raisins) = 1.00

,&‘ ”“‘ CHAPTER 7b. PROBABILITY BASICS Slide No. 91
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Dlscrete Probablhtz Distributions

m Example (cont'd)

Cumulative Mass Function
P(Y<y)
1.00 - _—

0.75 4

0.50

0.25

0.00
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Discrete Probabilitz Distributions

m Measures of Probability

d
iy e

— Expected Value (Mean or Average)
— Variance

— Standard Deviation, o
— Coefficient of variation (COV)

— Skewness
f‘f‘g% CHAPTER 7b. PROBABILITY BASICS Slide No. 93
w Discrete Probabilitz Distributions
Definition:

m The variation of uncertain quantity X is denoted by Var(X) om%
(Greek sigma) and is calculated mathematically by:

Var (X):[xl_E(X)]ZP(X:x1)+[x2_E(X)]2P(X:x2)
+...+[X”—E(X)]2P(X:x”)
n
:.Z [xi—E(X)]ZP(X:x[)

i=1
=E[X -EX)J
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i~ Discrete Probability Distributions

Definition:
m The standard deviation of X, denoted byo 4 is just the square
root of the variance.

m Because the variance is the expected value of the squared
differences, the standard deviation can be thought of as a “best
guess” as to how far the outcome of the X might lie from E(X).

Note:

1. A large standard deviation and variance means that the
probability distribution is quite spread out; a large difference
between the outcome and the expected value is anticipated. For
this reason, the variance and the standard deviation of a

probability distribution are used as measures of variability or
Risk.

2. A large variance or standard deviation would indicate a
situation in which the outcomes are highly variance.
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i Discrete Probability Distributions

m Measures of Discrete Random Variables

* |If X is a discrete random variable with PMF
P,(x), the following expressions can be used to
compute the mean, variance, and skewness:

E(X):H:ixfpx(xi)

n 2
Variance= Var(X) =0’ = Z(x[ —1) P.(x)

i=1

Skewness =A = i e p)‘ 24
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Discrete Probablhtz Distributions
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m Special Cases
— If the function Y = g(X) = a + b X, then

E(Y)=a+bE(X)
Var(Y )= szar(X )

Where a and b are real numbers.

—
ENCE 627 ©Assakkaf

Discrete Probablhtz Distributions

m Special Cases

l‘;@”" CHAPTER 7b. PROBABILITY BASICS Slide No. 97

— If the function Y = g(X) is given by
Y = g(X)z a, +a X, +a, X, +..+a,X,
Then
E(Y)=a, +aE(X, )+ a,E(X,)+..+ o E(X,)

and

Var(Y) izn:aia COV(X X) ZZaa Px.x,0x0x,

=1 =1 =1 =l

If the random variables of X are uncorrelated, then

Var(Y z a’Var(X
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- Discrete Probablhtz Distributions

m Example: Three Cars

« If there are three cars, the following situations
are possible:
— All three cars in good condition.
— Two cars are good and one is bad.
— One car is good and two cars are bad.
— All three cars are in bad condition

G|Glc|g|B|B|G|B
G|G|B|Gc|B|G|B|B
clele|c|c|B|B|B
Venn Diagram
? CHAPTER 7b. PROBABILITY BASICS Slide No. 99
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- Discrete Probablhtz Distributions

m Example: Three Cars

» Assume that a car will be in good condition 90% of the time and
in bad condition 10% of the time.

* Thus, P(G) =0.90 and P(B) = 0.10

« If X'is a random variable representing the number of good cars
at a given time, for this problem, X =0, 1, 2, or 3.

» The PMF'’s for these values of X can be computed as shown in
the next viewgraph.

G|G|c|g|B|B|G|B
G|Gc|B|lc|B|G|B|B
clglc|ce|c|B|B|B
y=|3 2 1 0
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Discrete Probablhtz Distributions

5%“* CHAPTER 7b. PROBABILITY BASICS Slide No. 100

m Example (cont’d): Three Cars

— PMF for three cars
P,(0)=P(X =0)=0.1x0.1x0.1 ~ =0.001

P,()=P(X =1)=3x0.9x0.1x0.1 =0.027
P, (2)=P(X =2)=3x0.9x0.9x0.1=0.243
P,(3)=P(X =3)=0.9x0.9x09 =0.729

1.000
GlGlc|g|B|B|G|B 2
G|Gc|B|Gc|B|G|B|B
clele|c|c|B|B|B
3 2 1 0
& il CHAPTER 7b. PROBABILITY BASICS Slide No. 101
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Discrete Probablhtz Distributions

m Example (cont’d): Three Cars

Car 1 Car 2 Car3 Combined
Outcomes
G GGG
G B GGB
G < G GBG
B B GBB
G G BGG
B< B BGB
B< G BBG
B BBB
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i Discrete Probability Distributions

PR

m Example (cont'd): Three Cars
E(X)=p= ix,.PA (x,)=0x0.001+1x0.027 +2x0.243 +3x0.729 = 2.7

2
n -

@] Var(x)=0>=>(x, -p) P, (x,)=(0-2.7) x0.001+(1-2.7)" x0.027
i=1
+(2-2.7) x0.243+(3-2.7) x0.729 = 0.27

3

Skewness = A = i(x,. —1) Py (x,)=(0-2.7) x0.001+(1-2.7)’ x0.027

i=1

+(2-2.7)'x0.243+(3-2.7) x0.729=-0.216

6 =4+/0.27 =52, COV=O2'—572=0.19
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g~ Continuous Probability Distributions

= Continuous uncertain quantities. The uncertain quantity can
take any value within some range.

Example:
= The temperature tomorrow at O’Hara Airport in Chicago at noon

is an uncertain quantity that can be anywhere between, say, 50°F
and 120° F.

Note:

1. With continuous uncertain quantities, it is not reasonable to speak of
the probability that that a specific value occurs.

2. The probability of a particular value occurring is equal to zero: P(Y =
y)=0.

3. The probability of any particular value must be infinitely small.

4. We typically speak of interval probabilities: P (a < Y<b). The CDF for

a continuous uncertain quantity can be constructed on the basis of
such intervals.

PR
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i~ Continuous Probability Distributions

Example:

m Let us suppose we are interested in a movie star’s age. Table
of cumulative probabilities for a move star’s age.

P(Age < Years)

1.00 P(Age < 29) = 0.00
e P(Age < 40) = 0.05
075 7 P(Age < 44) = 0.50
0.50 P(Age < 50) = 0.85
P(Age < 65) =1.00

0.25
e —— The CDF allows us to

calculate the probability

10 20 30 40 50 60 70 .
for any interval.

Years
”;’ CHAPTER 7b. PROBABILITY BASICS Slide No. 105
i~ Continuous Probability Distributions

= The CDF for a continuous uncertain quantity corresponds closely
to the CDF for the discrete case. The density function f(x) can be
built up from the CDF. It is a function in which the area under the
curve within a specific interval represents the probability that the
uncertain quantity will fall in that interval.

Example:
= The density function f(Age) for the movie star’s age might look
something like the graph below:
m
P40 <Age<50) | ™

K

‘ Probability density

— T T - function for movie
10 20 30 40 50 60 70 star’s age.

Years
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“Continuous Probabilitz Distributions

= Note

— Unlike discrete r.v.’s, continuous ones can taken as a
specific value within probability of zero.

P(X=x)=0 for continuous r.v. X
— Can have P(a<X<b) > 0 (ranges)
— Instead of probability mass function (discrete r.v.), we have
probability density function. (continuous r.v.)
v Example: Temperature X at College Park at noon throughout the year:
PA

f(x)

P(45<X<65) = ?

45 50 65

;%\1'"’;}, CHAPTER 7b. PROBABILITY BASICS Slide No. 107
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“Continuous Probabilitz Distributions

— The probability density function (PDF)
defines the probability of occurrence for a
continuous random variable.

— The probability that the random variable X
lies within the interval from x, to x, is given
by:
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Continuous Probabilitz Distributions

— If the interval is made infinitesimally small,
x4 approaches x, and P(x,<X <x,)
approaches zero.

A -
g

— This illustrates a property that distinguishes
discrete random variables from continuous
variables.

— Therefore, the probability that a continuous
random variable takes on a specific value
equals zero

;%\1'""?% CHAPTER 7b. PROBABILITY BASICS Slide No. 109
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g Continuous Probability Distributions

— Some Useful Properties:
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g~ Continuous Probablhtz Distributions

— The cumulative distribution function
(CDF) of a continuous random variable is

defined by

#”\ g‘ CHAPTER 7b. PROBABILITY BASICS Slide No. 111
g~ Continuous Probablhtz Distributions

m Example A:
The continuous random variable X has the
following probability density function:

f(x)— kx for0<x<2
g 0 otherwise

where k is a constant. Find the value of k that
is necessary for f,(x) to be a legitimate
probability density function.
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Continuous Probabilitz Distributions

7y _CHAPTER 7b. PROBABILITY BASICS Slide No. 112
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m Example A (cont'd):
Plot both the density and cumulative functions.
What is the probability that X equals 1? What
is the probability that X takes on a value less
than 0.5? What is the probability that Xis
greater than 1.0 and less than 1.57?

For f,(x) to be a legitimate PDF, it must satisfy
the following equation:

P(—oo<X<+oo):TfX(x)dx=1

—00
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Continuous Probabilitz Distributions

\
L

m Example A (cont'd):
Therefore,

2

1=fo(x)dx=jkxdx=ijdx=%zo
—o 0 0

=k%=2k — k=05

The cumulative distribution function is given by

2]%o 2
X X,

FX(xO)z_[O.Sxdxz 7 T
0

0
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i~ Continuous Probability Distributions

m Example A (cont'd):

The density and cumulative functions are
provided in the following table:

X Density Function, fx(x) |Cumulative Distribution Function, Fx(x)
0 0 0
0.5 0.25 0.0625
1 0.5 0.25
1.5 0.75 0.5625
2 1 1
X
= for0<x<2 X
felx)=12 Fy(x,)==
X x\Ho/—
0 otherwise
54y: _CHAPTER 7b. PROBABILITY BASICS Slide No. 115
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Continuous Probabilitz Distributions

m Example A (cont’'d):

Probability Density Function, fy(x)

0.8 1

Density Function, f, (x)

0 0.5 1 1.5 2 25
x Value
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Continuous Probability Distributions

m Example A (cont'd):

Cumulative Distribution Function

1.2

-
L

o
®

/

o
o
.

o

Cumulative Function, Fy(x)
»

o
N

o

0.5

0 15 2 25
x Value
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Continuous Probability Distributions

m Example A (cont’'d):

» Because probabilities of continuous random
variables are defined for regions rather than
point values,

P(X =1)=0

* The P(X<0.5) can be determined from the
cumulative function as

P x0=0.5

P(X <0.5)= %0

xo=0

16
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‘Continuous Probablhtz Distributions
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m Example A (cont'd):

+ Similarly, the cumulative function can be used
to find the probability for the following region:

P(1< X <1.5)=P(X <1.5)-P(X <1.0)

5 [%o=1.5 2 [*%0=1.0
_— Yo
4 xo=0 Xo=0
9 1 5
Z——=2-0313
1 6 4 16
f ‘i“ CHAPTER 7b. PROBABILITY BASICS Slide No. 119
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i Continuous Probability Distributions

1
m Example A (cont’d): [ romsion e (o biwbion Fareion 0
0 0
0.5 0.25 00625
Probability Density Function, fy(x) 1 05 0.25
15 0.75 05625
2 1
1.2
1
X
« 0.8 1
5
g 0.75+0.5
£ 06 area=(1.5-1) =0.313
e
2
G 0.4
5
a
0.2
0 :
0 0.5 1 15 2 2.5

x Value

Shaded area under the curve = P(1.0 <X<1.5)
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g~ Continuous Probability Distributions

g\

m Measures of Probability

— Expected Value (Mean or Average)

— Variance
— Standard Deviation, o :

— Coefficient of variation (COV

AN

— Skewness
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i Continuous Probability Distributions

g\

m Measures of Continuous Random Variables

* If X is a continuous random variable with PDF f,(x),
the following expressions can be used to compute
the mean, variance, and skewness:

E(X)=u=+fxf;((X)dx

Variance= Var(X)=0 = I(x—p)sz,\, (x)dx

Skewness =4 = T(x - H)3fx (x)dx
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“N Contlnuous Probability Distributions

m Measures Continuous Random Variables
» Useful expression for the Variance

Variance= Var(X)=0" —I x|l f){()

_E(X o

where

E(Xz): szfX (x)dx

#”\ g‘ CHAPTER 7b. PROBABILITY BASICS Slide No. 123
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m Example B
For the continuous random variable X of Example
A that has the following probability density

function:
{kx for0<x<2

0 otherwise

fx(x)=

Determine the mean, variance, standard deviation,
and coefficient of variation (COV) of the random

variable X.
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g
s Continuous Probability Distributions

m Example B (cont'd):
The density and cumulative functions are
provided in the following table:

X Density Function, fx(x) |Cumulative Distribution Function, Fx(x)
0 0 0
0.5 0.25 0.0625
1 0.5 0.25
1.5 0.75 0.5625
2 1 1
X
= for0<x<2 X,
fx(x): 2 FX()CO)Z
0 otherwise
"0 CHAPTER 7b. PROBABILITY BASICS Slide No. 125
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i Continuous Probability Distributions

m Example B (cont’d):
— The mean value can be computed as
follows:
n=EX)= Ifo dx+J‘x(O Sx)dx—g

—00

— The variance can be calculated as follows:
6" =VAR(Y)= [(r—u) f(x)d
=I(x—:] (0.5x)dx =

0
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Continuous Probabilitz Distributions

m Example (cont'd):

— The standard deviation and the coefficient
of variation (COV) can be computed as
follows:

Standard Deviation = \/072 = \/g =0.4714

and

04714

cov(x) ;- =03771




